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Mathematical methods in communication June 23th, 2009

Lecture 11

Lecturer: Haim Permuter Scribe: Amit Toren and Liran Mishali

|. STRONGTYPICALITY SET

We define Weak Typicality set aé\eak typicality)

1

< } M

The expressiorV (a|2™) = is defined as the number of appearances of symbol a in the reese
Example:z™ = 01011110=> N(0|z™) = 3, N(1]z™) =5

Definition 1 (Strong Typicality) A sequence:™ € §™ is said to bec — strongly typical with respect to a
distribution P(z) on X if:
» For all ae X with Px(a) > 0, we have:
N(alx™ €
M) peta)| < 5 )
n |X]
o Foralla € X with Px(a) =0, N(a|z™) = 0.

(alz™)

Lemma 1For X ~ i.i.d. and the expressionly -
N(alz")

if we take n— oo then we get:

" — Px(a)
Proof: .
N(ale") = la(:) (3)
i=1
1 Xi =a
0 Xi 7’5 a

By the Law of large numbers , for any> 0, ¢ > 0 dn s.t

pe(| X

<e>>1—(5

Theorem 1The typical setl has the following properties
1) If 27 € T\ () then:
H(X) — &) < —2logP(s") < H(X) + ¢, (5)
n



2) For all§ > 0 existsn sufficiently large s.Pr(z" € T (x))>1-90

Proof (1):

1 Xenisind 1 -
~ZlogPx(z™) XM 200 TT Py (2"
~log x (z") . Ogg x (z")
1
= —=X2 logPx(a")
n
1
= —EZanN(aM")logPX(x”)

Example 1For the series:™ = 0001011 with probabilities: P(0) = 1, P(1) = 2
N(0]z") = 4, N(1]z") = 3

Instead of summindog} + log + logg + log3 + log......
We will multiply the number of zeroes and ones in the the gpoaded entropy

1 3 1
N(O|x")logi + N(1|x")l0g1 = |-H(X)- ElogPX(a:")

1
= |YaexPx(a)logPx(a) — ElogPX(ac")

N(alz")

= |Yaex(Px(a) — ) — logPx (a)

IN

€
mzaex llogPx (a)| = €1

Explanation of (3):
Lets assume that our series is a series with the length of N

| AAAAA... | BBBBB... | ccccece.. |
 owmw I owme T amo©

Fig. 1. All possible sequences
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K - Number of sequences
logK = —nP,(a)log P.(a) — nP,(b)log P, (b) — nP,(c)log P,(c) = nH(X)

Definition 2 (Joint Typical Set)

N(a,blx™, y™) €
TM(X,Y) = {z",y" : | ———22 — Pxy(a,b)| < ———}

If PX,Y(aab) = 0,N(a,b|,’1}n7yn) =0

Definition 3 (Conditional strongly typical set)
Let y € T\ (Y) then:

T(X|y") = (=" : (2", y") € TO(X,¥))
(T(X )| = 2n )
T(¥]a") = {u" - (" ") € T (X, V)

T(Ya™)| = 205 R0

|T6n(X, Y)l _ 2nH(Y,X) |T€n(X|Y)| _ 2nH(X|Y)

™ (X) 70 ()= 27D

TP |+")=2"0

Fig. 2. Noisy Typewriter From X to Y
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Example 2We will show that|T." (Y| X)| = 2rH(1X)

The channel transfer to d/e according to the channel noisé fo f/g etc.

2 AAAAA..... BBBBB... | CCCCC..
nPy(A) 1P, (B) | 1P, (C)
yr DDD..EEE.. | FFF..GGG.. HHH..LLL.

SO N

1Py y(a,d) nPy (a,e) nPy (b, f) nPy (b, g) nlyy(c.l) nPy,(c.i)

Fig. 3. Example 2

The amount of series for all inputs :

n B nPx(a) nPx (b) nPx(c)
|TE (YlX)| - (TLPX7y(a, d)’I”LPX7y(a, 6)) (TLPX7y(b, f)TLPXJ/(b, g)) (TLPX7y(C, h)TLPX,y(C, Z))

Lets use the approximationn! =~ n™ and operatéog, and each binom will be:
—-HX)+ HY,X)=H(Y|X)
Applying it to the whole expression we will geff’." (Y| X)| = 2nH(Y1X) [ |
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Il. RATE DISTORTION

X”L
X’I’L
™ Encoder > f(xX™ »  Decoder ———»

Fig. 4. Communication system

Definition 4 (Distortion function) A distortion function or distortion measure is a mapping
d: XxX - R" (10)

from the set of source alphabet-reproduction alphabes piaio the set of
nonnegative real numbers. The distortié(x, Z) is a measure of the cost of representing the symbol x by

the symbolz .

Definition 5 (Distortion Bound) A distortion measure is said to be bounded if the maximum
value of the distortion is finite:
def

dmaz = maz d(z,T) < 0. (12)
reX,zeX

In most cases, the reproduction alphaiets the same as the source alphalet

Example 3: Examples of common distortion function are:

d(X;, Xl) = X; & X; — Hamming Distance
d(Xini) =(X; - Xl)Q — Mean Square Error

Definition 6 (Distortion between sequences) The distortion between sequences and 2™ is defined by:

D(X™, Xn) = S35 d(X;, (X)) (12)

o
So the distortion for a sequence is the average of the perdydid

tortion of the elements of the sequence.

Definition 7 ((2"#,n)-rate distortion code)

A (2" n)-rate distortion code consists of:

Encoderf(X™) : X" »— (1,2,3,,,2"%)

Decoderg(f(X™)) : X™ — (1,2,3,,,2"R)

The distortion associated with th{e"*, n) code is defined a®(X", Xn) = 1%  d(X;, X;)
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Definition 8 (Achivable Rate)
A rate distortion paif R, D) is achivable if3 a sequence dfn, 2"%) codes s.t lim,, i, D(X™, X7) < D
R(D)D) = min I(X; X)

P(&|x):E(d(z,&))<D
Where the minimization is over all conditional distributioP(z|x) for which the joint distribution

P(z|z) = P(z)P(z|x) satisfies the expected distortion constrained.

Definition 9 (Rate Distortion lower bound)

The rate distortion functiol®(D) is the infimum of allR that are achievable with DistortioB

Definition 10 (Distortion Rate lower bound)
The distortion rate functio® (R) is the infimum of all distortiorD such that R, D) is in the rate distortion

region of the source for a given rafe

Theorem 2The rate distortion function for an i.i.d. source X with distition p(x) and bounded distortion

function d(z, ) is equal to the associated rate distortion function. Thus,

R(D) = R(D)) = m I(X; X) (13)

mn
P(2|2):32, 4 P(@)P(2|2)d(z,2)<D

A. CALCULATION OF THE RATE DISTORTION FUNCTION
1) Binary Source:

Theorem 3(The rate distortion function for a Bernoulli(p) source lwilamming distortion)
X~Ber(p) p< 1,D <}
dX, X)) =X, & X

R(D) =?
Proof
R(D) - Hy(p) —H(D) p>D
0 p<D
If D=0 X; = X; = R = Hy(p)
I(X;X) = H(X)-HX|X)

= H(X)-H(X & X;|X)
> H(X)-HXeX))

Hy(p) — Hy(D)
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We demand : E[d(X;,X;)] <D , P[X;®X; =1 <D
We will achive it with:

X v« Ber(p), X=X&Z, Z -~ Ber(p), ZL1X

I(X;X) = H(X)-HX|X)

= H(X)-H(X & Xi|X)

1
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Fig. 5. Rate distortion function for a Bernoull%{ source.

Theorem 4(The rate distortion function for 4/(0,02) source with squred-error distortion)

llog"—z 0<D<o?
R(D) — 2'99°p
0 D > o2

Proof : Let X be~ N(0,02).By the rate distortion theorem extended to continuousaipts, we have

R(D) = min I(X; X). (14)
f(&|z):E(X—X)2<D

First we should find the lower bound for the rate distortionction and prove that this is achievable.

I(X;X) h(X) — h(X|X)

= %log(Qwe)aQ — h(X — X|X)

Y

%log(Qwe)aQ — h(X — X)

Y

%log(Qw&)aQ — h(N(0, E(X — X)%))

1 1 N
= 510g(27re)02 - ilog(Qwe)E(X - X)?
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1 1
> §l0g(27re)02 - §l0g(27re)D
N PO
29D
Conclusion:
mm>hof (15)
=329

If D < o2 we choose
X=X+2X - N(0,0>-D),Z~N(0,D)

where X and Z are independent. For this joint distribution, we claitei
2
g

A 1
I(X;X) = §lOgD

(16)

and E(X — X)? = D, thus achieving the bound.Ip > ¢, we chooseX = 0 with probability 1, achieving
R(D) = 0. Hence, the rate distortion function for the Gaussian sowith squared-error distortion is

llog"—2 0 <D< ¢2
R(D) — 2 D
0 D> o2

We can rewriteR(D) as D(R) : D(R) = 02272,

Fig. 6. Rate distortion function for a Gaussian source.



